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#### Abstract

A solution for a crack propagating under shear-loading in an isotropic viscoelastic medium with different relaxation under volume and shear deformations is presented. The medium is infinite and the semi-infinite crack propagates along the $x_{1}$-axis at constant speed $V$, which may take any value up to the speed of dilatational waves. The requisite Riemann-Hilbert problem for the steady-state case has been solved and the asymptotics of the stress component $\sigma_{12}$ directly ahead of the crack and at infinity have been obtained.
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## 1 Introduction

It is known [1] that shear cracks can propagate faster than the speed of shear waves, in polymeric materials with a weak plane. The presence of the weak interface is necessary to encourage the crack to run straight rather than deviating towards the direction of maximum tension. In the experiment, it is introduced artificially by bonding together two halves of the specimen. Such planes occur naturally in the Earth's crust and permit the shear faulting associated with earthquakes, some of which have been observed to propagate intersonically [2]. The polymeric materials employed in the experiments display some degree of viscoelastic relaxation. There is thus some direct incentive to study the viscoelastic problem, in addition to the fact that it provides at least an example of the influence of a dissipative process on crack propagation.

The first solution for a crack propagating in a viscoelastic medium was given in [3], for the case of antiplane strain. Subsequent solutions have been produced for plane strain (e.g. [4] and [5] for steady-state and transient subsonic propagation, [6] for a case of transient intersonic propagation) but only for the case that the medium has the same relaxation for volumetric and shear deformations. The study of this case provides valuable insight but it

[^0]is not entirely realistic since, for example, a material may well display less viscoelastic response to dilatation than to shear. The present work treats steady-state propagation of a shear crack in a viscoelastic medium with different relaxation functions for volumetric and shear deformations. All speed ranges for the crack are considered, up to the speed of high-frequency longitudinal waves. The problem is first formulated generally for transient loading, relative to a frame in which the medium is stationary. The governing equations, Laplace transformed with respect to $x_{1}$ and $t$, then take a form identical to that for elastodynamics, except that the elastic moduli become functions of the time-transform variable $p$. This permits the exploitation of algebra already performed in the context of an elastic medium, and is the closest approach that is possible for such a problem to use of a "correspondence principle". A transformation to coordinates that move with the crack is then effected, under the restriction that the speed $V$ of the crack is constant. The transformation employs variables $(x, t)$ in place of $\left(x_{1}, t\right)$, with $x=x_{1}-V t$. As explained below, Laplace transformation relative to the moving frame requires nothing more than the replacement of $p$ by $p-V \zeta$, where $\zeta$ is the transform variable corresponding to $x_{1}$. The crack problem is now reduced to one of Wiener-Hopf type, whose resolution forms the core of this study. The analysis is restricted to the case of steady-state propagation, in which the loading follows the crack and so is time-independent in the moving frame; this case permits the isolation of the most important features of the viscoelastic problem in the simplest way. The medium has six distinctive wave speeds: the high-frequency and low-frequency limits of the speeds of longitudinal, shear, and Rayleigh waves. Not all of these have to be in a particular order. The form of the Wiener-Hopf problem depends on the crack speed relative to these six speeds, and the physical problem displays different qualitative properties in different speed ranges.

## 2 Transient problem formulation

The viscoelastic medium through which the crack propagates is described by constitutive equations

$$
\begin{equation*}
\sigma_{i j}=\kappa \delta_{i j} g_{1} * d e_{k k}+2 \mu g_{2} * d e_{i j}^{\prime} \tag{1}
\end{equation*}
$$

where the symbol $*$ denotes convolution with respect to time, $\kappa=\lambda+\frac{2}{3} \mu$ is the bulk modulus, and $e_{i j}^{\prime}=e_{i j}-\frac{1}{3} \delta_{i j} e_{k k}$ is the deviatoric, or shear, strain. The relaxation functions $g_{1}(t)$ and $g_{2}(t)$ are assumed to be convex and monotone decreasing, with $g_{1}(0)=g_{2}(0)=1$, and tending to positive finite limits $g_{1}(\infty), g_{2}(\infty)$ as $t \rightarrow \infty$. The medium is assumed to be uniform and infinite and to be loaded in some way that would generate, in the absence of the crack, a stress field $\sigma_{i j}^{A}\left(x_{1}, x_{2}, t\right)$. The presence of the crack which occupies, at time $t$, the surface
$S(t)=\left\{\mathbf{x}:-\infty<x_{1}<V t, x_{2}=0,-\infty<x_{3}<\infty\right\}$,
induces additional stress, strain and displacement fields $\sigma_{i j}, e_{i j}, u_{i}$ that satisfy the constitutive relations (1), the equations of motion $\sigma_{i j, j}=\rho \ddot{u}_{i}$, where $\rho$ is the mass density, together with the boundary conditions
$\sigma_{i 2}=-\sigma_{i 2}^{A}, \quad x_{2}= \pm 0, \quad-\infty<x_{1}<V t$,
and a "radiation condition" that this field is associated with waves outgoing from the crack. The condition of plane strain, $u_{3} \equiv 0$, is assumed. The crack is taken to be subject to pure Mode-II loading. Thus, when $x_{2}=0$, only the traction component $\sigma_{12}^{A}$ is different from zero. Then, by symmetry, $u_{2}$ and $\sigma_{12}$ are even functions of $x_{2}$, while $u_{1}$ and $\sigma_{22}$ are odd functions of $x_{2}$. Since it has to be continuous across the plane $x_{2}=0$ ahead of the crack, $u_{1}\left(x_{1}, 0, t\right)=0$ ahead of the crack but it has a discontinuity, $\left[u_{1}\right]\left(x_{1}, t\right)$, across the crack surface $S(t)$. The stress component $\sigma_{12}$ is continuous across the plane $x_{2}=0$ for all $x_{1}$. The component $\sigma_{22}$ is zero on the whole plane $x_{2}=0$ because it is an odd function of $x_{2}$, continuous across $x_{2}=0$ ahead of the crack, and from the boundary conditions (3) behind the crack, because $\sigma_{22}^{A}=0$ there.

A representation for the displacement field in the half-space $x_{2}>0$ follows by relating the displacement to the traction for $x_{2}=0$, through the half-space Green's function $G_{i j}\left(x_{1}-x_{1}^{\prime}, x_{2}, x_{2}^{\prime}, t-t^{\prime}\right)$ :
$u_{i}\left(x_{1}, x_{2}, t\right)=-\int_{0}^{\infty} \int_{-\infty}^{\infty} G_{i 1}\left(x_{1}-x_{1}^{\prime}, x_{2}, 0, t-t^{\prime}\right) \sigma_{12}\left(x_{1}^{\prime}, 0, t^{\prime}\right) \mathrm{d} x_{1}^{\prime} \mathrm{d} t^{\prime}$

In the sequel, interest will center on the values of $u_{1}$ and $\sigma_{12}$ as the surface $x_{2}=0$ is approached from the side $x_{2}>0$. It is convenient, therefore, to streamline the notation and write $u\left(x_{1}, t\right)$ for $u_{1}\left(x_{1},+0, t\right), \sigma\left(x_{1}, t\right)$ for $\sigma_{12}\left(x_{1},+0, t\right)$ and $G\left(x_{1}, t\right)$ for $G_{11}\left(x_{1}, 0,0, t\right)$. The relation (4) then gives, when $x_{2}=0, u\left(x_{1}, t\right)=-(G * \sigma)\left(x_{1}, t\right)$, the symbol $*$ now representing convolution over the relevant arguments $x_{1}, t$. Since the crack extends with speed $V$, it is helpful to introduce a moving coordinate $x=x_{1}-V t$ and to express the fields $u, \sigma$ and $G$ as functions of $(x, t)$. Thus, for example, $u\left(x_{1}, t\right)=u(x+V t, t)=\tilde{u}(x, t)$, and therefore
$\tilde{u}(x, t)=-(\tilde{G} * \tilde{\sigma})(x, t)$,
the convolution being with respect to the relevant arguments $x, t$. The function $\tilde{u}$ is zero for $x>0$; it is helpful to recognize this by appending a subscript so that $\tilde{u}$ becomes $\tilde{u}_{-}$. Then decompose $\tilde{\sigma}: \tilde{\sigma}=\tilde{\sigma}_{+}+\tilde{\sigma}_{-}$, where $\tilde{\sigma}_{+}$is the restriction of $\tilde{\sigma}$ to the half-line $x>0$ and is unknown, whereas $\tilde{\sigma}_{-}$is the corresponding restriction to $x<0$ and is known, from the boundary condition (3).

The next step is to take the two-sided Laplace transform of (5), to give
$\mathcal{L}\left[\tilde{u}_{-}\right]=-\mathcal{L}[\tilde{G}]\left(\mathcal{L}\left[\tilde{\sigma}_{+}\right]+\mathcal{L}\left[\tilde{\sigma}_{-}\right]\right)$,
where the transform of a function $f(x, t)$ is defined so that
$\mathcal{L}[f](\zeta, p)=\int_{0}^{\infty} \int_{-\infty}^{\infty} \mathrm{e}^{-(\zeta x+p t)} f(x, t) \mathrm{d} x \mathrm{~d} t, \quad \mathfrak{R e} p>0$.
Thus, the transforms $\mathcal{L}\left[\tilde{u}_{-}\right](\zeta, p), \mathcal{L}\left[\tilde{\sigma}_{-}\right](\zeta, p)$ are analytic in the half-plane $\mathfrak{R e} \zeta<0$, whereas $\mathcal{L}\left[\tilde{\sigma}_{+}\right](\zeta, p)$ is analytic in the half-plane $\mathfrak{R e} \zeta>0$. In contrast, $\mathcal{L}[\tilde{G}]$ is defined, still for $\mathfrak{R e} p>0$ but only on the imaginary axis $L$ in the complex $\zeta$-plane. Make the following definitions
$F^{+}(\zeta, p)=\mu \zeta \mathcal{L}\left[\tilde{u}_{-}\right], \quad F^{-}(\zeta, p)=\mathcal{L}\left[\tilde{\sigma}_{+}\right]$,
$P^{+}(\zeta, p)=\mathcal{L}\left[\tilde{\sigma}_{-}\right], \quad K(\zeta, p)=-\zeta \mathcal{L}[\tilde{G}]$.
and reduce the relation (6) to the Riemann-Hilbert problem
$F^{+}(\zeta, p)=K(\zeta, p) F^{-}(\zeta, p)+K(\zeta, p) P^{+}(\zeta, p), \quad \zeta \in L$,
relating the boundary values, as $\zeta$ approaches $L$ from their respective domains of analyticity, of the functions $F^{+}$ and $F^{-}$. The reason for defining $F^{+}$and $K$ in the way given is to ensure that $K$ remains bounded as $|\zeta| \rightarrow \infty$ because $F^{+}$is related to a strain and $F^{-}$to a stress.

The basic need, at this stage, is to obtain explicitly the transform $\mathcal{L}[\tilde{G}]$. This can be accomplished immediately by noting that
$\mathcal{L}[\tilde{G}](\zeta, p)=\mathcal{L}[G](\zeta, p-V \zeta)$,
where
$\mathcal{L}[G](\zeta, p)=\int_{0}^{\infty} \int_{-\infty}^{\infty} \mathrm{e}^{-\left(\zeta x_{1}+p t\right)} G\left(x_{1}, t\right) \mathrm{d} x_{1} \mathrm{~d} t, \quad \mathfrak{R e} p>0$.
The transform $\mathcal{L}[G](\zeta, p)$ is exactly like the corresponding transform of the elastic Green's function, except that the elastic wave speeds $a, b$ of dilatational and shear waves are replaced by their viscoelastic counterparts which are given by
$a^{2}(p)=\frac{p}{\rho}\left[\kappa \hat{g}_{1}(p)+\frac{4}{3} \mu \hat{g}_{2}(p)\right], \quad b^{2}(p)=\frac{p}{\rho} \mu \hat{g}_{2}(p)$,
where
$\hat{g}_{j}(p)=\int_{0}^{\infty} g_{j}(t) \mathrm{e}^{-p t} \mathrm{~d} t, \quad j=1,2$.

Explicitly, the function $\mathcal{L}[G](\zeta, p)$ is
$\mathcal{L}[G](\zeta, p)=\frac{p^{2} \beta}{\rho b^{4}\left[4 \zeta^{2} \alpha \beta+\left(\beta^{2}-\zeta^{2}\right)^{2}\right]}$,
where
$\alpha=\left(p^{2} / a^{2}-\zeta^{2}\right)^{1 / 2}, \quad \beta=\left(p^{2} / b^{2}-\zeta^{2}\right)^{1 / 2}$.
The branches of the square roots are chosen such that $\mathfrak{R e} \alpha>0$ and $\mathfrak{R e} \beta>0$ for all $\zeta \in L(\mathfrak{R e} p>0)$, to ensure boundedness of the Green's function as $x_{2} \rightarrow \infty$.

## 3 Solution for steady-state loading

The Laplace transforms introduced above are one-sided with respect to $t$ and two-sided with respect to $x$. The Laplace transform of a "steady-state" function $\tilde{f}^{S}(x) \equiv \tilde{f}^{S}\left(x_{1}-V t\right)$ is
$\mathcal{L}\left[\tilde{f}^{S}\right]=\overline{\tilde{f}^{S}} / p$,
where
$\overline{\tilde{f}^{S}}(\zeta)=\int_{-\infty}^{\infty} \mathrm{e}^{-\zeta x} \tilde{f}^{S}(x) \mathrm{d} x$,
with inverse
$\tilde{f}^{S}(x)=\frac{1}{2 \pi \mathrm{i}} \int_{L} \mathrm{e}^{\zeta x} \overline{\tilde{f}}{ }^{S}(\zeta) \mathrm{d} \zeta$,
where $L$ denotes the imaginary axis in the $\zeta$-plane. Now consider a function $\tilde{f}(x, t)$ which tends to $\tilde{f}^{S}(x)$ as $t \rightarrow \infty$. This has Laplace transform
$\mathcal{L}[\tilde{f}]=\mathcal{L}\left[\tilde{f}^{S}\right]+\mathcal{L}\left[\tilde{f}-\tilde{f}^{S}\right]$,
and $p \mathcal{L}\left[\tilde{f}-\tilde{f}^{S}\right] \rightarrow 0$ as $p \rightarrow 0$. It follows that
$\overline{\tilde{f}^{S}}(\zeta)=\lim _{p \rightarrow 0} \mathcal{L}[\tilde{f}]$.
This procedure, applied to the general formulation of the preceding section, immediately provides the corresponding formulation for the steady-state problem: the limiting case of steady-state loading is obtained from the general transient case by multiplying by a factor $p$ and then letting $p \rightarrow+0$. The relation (9) remains valid, except that the participating functions depend only on $\zeta$; recall, however, that $K(\zeta)$ is obtained by first replacing $p$ in $\mathcal{L}[G](\zeta, p)$ by $p-V \zeta$ before letting $p \rightarrow+0$. The functions $g_{1}(t)$ and $g_{2}(t)$ are chosen to be
$g_{j}(t)=\frac{1}{1+f_{j}}\left[1+f_{j} \exp \left(-\frac{1+f_{j}}{\tau_{j}} t\right)\right] H(t), \quad j=1,2$,
which correspond to a standard linear solid with different bulk and shear relaxation. Here $H(t)$ is the Heaviside step function, $f_{j}>0$ and $\tau_{j}(j=1,2)$ are constants. The parameters $\tau_{j} /\left(1+f_{j}\right)$ define the relaxation time for dilatation and shear deformation, respectively. The parameters $1 /\left(1+f_{j}\right)$ can be defined as the ratio of the long-term elastic response to the instantaneous response for the corresponding type of deformation. In this case
$\hat{g}_{j}(-V \zeta)=-\frac{\tilde{g}_{j}(\zeta)}{V \zeta}$,
where
$\tilde{g}_{j}(\zeta)=\frac{\zeta-\gamma_{j}}{\zeta-\gamma_{j}\left(1+f_{j}\right)}, \quad \gamma_{j}=\frac{1}{V \tau_{j}}, \quad j=1,2$.

### 3.1 Analysis of the function $K(\zeta)$

The coefficient of the Riemann-Hilbert problem $K(\zeta)$ in the case (21) becomes
$K(\zeta)=-\beta_{0}(\zeta)\left[1+\beta_{0}^{2}(\zeta)\right]\left[\tilde{g}_{2}(\zeta) D(\zeta)\right]^{-1}$,
$D(\zeta)=4 \alpha_{0}(\zeta) \beta_{0}(\zeta)+\left[\beta_{0}^{2}(\zeta)-1\right]^{2}$.
The functions $\alpha_{0}(\zeta)=\zeta^{-1} \alpha(\zeta)$ and $\beta_{0}(\zeta)=\zeta^{-1} \beta(\zeta)$ in (24) have four and two branch points, respectively:
$\alpha_{0}(\zeta)=-\mathrm{i} \eta_{l} \frac{\left(\zeta-a_{11}\right)^{1 / 2}\left(\zeta-a_{12}\right)^{1 / 2}}{\left(\zeta-a_{21}\right)^{1 / 2}\left(\zeta-a_{22}\right)^{1 / 2}}, \quad \eta_{l}=\left|d_{l}\right|^{1 / 2}$,
$\beta_{0}(\zeta)=-\mathrm{i} \eta_{s}\left(\zeta-a_{s}\right)^{1 / 2}\left(\zeta-\gamma_{2}\right)^{-1 / 2}, \quad \eta_{s}=\left|d_{s}\right|^{1 / 2}$.
All the branch points of the function $\alpha_{0}(\zeta)$ are real and given by
$a_{m j}=\frac{1}{2}\left[r_{m}+(-1)^{j-1} \sqrt{r_{m}^{2}-4 t_{m}}\right], \quad m, j=1,2$,
where
$r_{1}=d_{l}^{-1}\left\{V^{2} c_{l}^{-2}\left[\gamma_{1}\left(1+f_{1}\right)+\gamma_{2}\left(1+f_{2}\right)\right]-r_{2}\right\}$,
$t_{1}=d_{l}^{-1}\left[V^{2} c_{l}^{-2} \gamma_{1} \gamma_{2}\left(1+f_{1}\right)\left(1+f_{2}\right)-t_{2}\right]$,
$r_{2}=(\delta+1)^{-1}\left\{\delta\left[\gamma_{1}\left(1+f_{1}\right)+\gamma_{2}\right]+\gamma_{1}+\gamma_{2}\left(1+f_{2}\right)\right\}$,
$t_{2}=\gamma_{1} \gamma_{2}(\delta+1)^{-1}\left[\delta\left(1+f_{1}\right)+1+f_{2}\right]$,
$\delta=\frac{4 \mu}{3 \kappa}, \quad c_{s}=\sqrt{\frac{\mu}{\rho}}, \quad c_{l}=\sqrt{\frac{\lambda+2 \mu}{\rho}}, \quad d_{l}=\frac{V^{2}}{c_{l}^{2}}-1$.
Note that if $f_{1}=f_{2}$ and $\tau_{1}=\tau_{2}$, then $a_{11}=a_{21}$, and the function $\alpha_{0}(\zeta)$ has just two branch points, and one of them is $\zeta=1$. The branch points $a_{s}$ and $\gamma_{2}$ of the function $\beta_{0}(\zeta)$ are also real. Here
$a_{s}=\gamma_{2} d_{s}^{-1}\left[V^{2} c_{s}^{-2}\left(1+f_{2}\right)-1\right], \quad d_{s}=V^{2} c_{s}^{-2}-1$.
It can be proved that for all speeds $V \in\left(0, c_{l}\right)$ the branch points $a_{11}, a_{21}$, and $a_{22}$ are in the half-plane $\mathcal{D}^{-}=\{\zeta$ : $\mathfrak{R e} \zeta>0\}$. As for $a_{12}$, its position depends on the sign of the quantity $V-c_{l} \delta_{f}$, where

$$
\begin{equation*}
\delta_{f}=\sqrt{(1+\delta)^{-1}\left[\left(1+f_{1}\right)^{-1}+\delta\left(1+f_{2}\right)^{-1}\right]} . \tag{29}
\end{equation*}
$$

If $V<\delta_{f} c_{l}$, then $a_{12} \in \mathcal{D}^{-}$. Otherwise $a_{12} \in \mathcal{D}^{+}=\{\zeta: \mathfrak{R e} \zeta<0\}$. Physically, $\delta_{f} c_{l}$ is the low-frequency limit of the phase velocity of longitudinal waves, calculated from the relaxed moduli $\kappa /\left(1+f_{1}\right), \mu /\left(1+f_{2}\right)$.

The single branch $\alpha(\zeta)=\zeta \alpha_{0}(\zeta)$ has to meet the condition $\mathfrak{R e} \alpha(\zeta)>0$ for $\zeta \in L$. In the case $0<V<\delta_{f} c_{l}$, it can be achieved by cutting the complex plane along the lines passing through the infinite point of the extended complex plane. The starting and terminal points of the cuts are the branch points. Let $a^{*}$ be the branch point such that $a^{*}=\min \left\{a_{m j}\right\}, m, j=1,2$. Fix the arguments by
$0 \leq \arg \left(\zeta-a_{m j}\right)<2 \pi, a_{m j} \neq a^{*}, \quad-\pi<\arg \left(\zeta-a^{*}\right) \leq \pi ;$
then $\mathfrak{R e} \alpha(\zeta)>0, \zeta \in L$. At $\zeta=0$ and at infinity, the function $\alpha$ is discontinuous:
$\alpha_{0}(\zeta) \sim \mp \mathrm{i} \mu_{l}, \quad \zeta \rightarrow \pm \mathrm{i} 0, \quad \alpha_{0}(\zeta) \sim \mp \mathrm{i} \eta_{l}, \quad \zeta \rightarrow \pm \mathrm{i} \infty$,
where $\mu_{l}=\sqrt{\left|V^{2}\left(c_{l} \delta_{f}\right)^{-2}-1\right|}$. Suppose now that $\delta_{f} c_{l}<V<c_{l}$. Then $a_{12} \in \mathcal{D}^{+}$, and the other three branch points are in $\mathcal{D}^{-}$. To achieve $\mathfrak{R e} \alpha(\zeta)>0, \zeta \in L$, fix a single branch by the inequalities $-\pi<\arg \left(\zeta-a_{12}\right) \leq \pi$, and
for the other points by $0 \leq \arg \left(\zeta-a_{m j}\right)<2 \pi$. The function $\alpha_{0}(\zeta)$ is continuous at the point $\zeta=0$ : $\alpha_{0}(\zeta) \sim-\mu_{l}$, $\zeta \rightarrow \pm \mathrm{i} 0$, and, as before, it is discontinuous at infinity: $\alpha_{0}(\zeta) \sim \mp \mathrm{i} \eta_{l}, \zeta \rightarrow \pm \mathrm{i} \infty$.

Analyze now the function $\beta(\zeta)$. In the case $0<V<\left(1+f_{2}\right)^{-1 / 2} c_{s}$, both branch points belong to $\mathcal{D}^{-}$and $a_{s}>\gamma_{2}$. Fix a single branch of the function (25) by
$-\pi<\arg \left(\zeta-\gamma_{2}\right) \leq \pi, \quad 0 \leq \arg \left(\zeta-a_{s}\right)<2 \pi$.
Then for the chosen branch, $\mathfrak{R e} \beta>0, \zeta \in L$. At zero the branch is discontinuous: $\beta_{0}(\zeta) \sim \mp \mathrm{i} \mu_{s}, \zeta \rightarrow \pm \mathrm{i} 0$, where $\mu_{s}=\sqrt{\left|V^{2} c_{s}^{-2}\left(1+f_{2}\right)-1\right|}$. In the next case, $\left(1+f_{2}\right)^{-1 / 2} c_{s}<V<c_{s}, a_{s} \in \mathcal{D}^{+}, d_{s}^{1 / 2}=-\mathrm{i} \eta_{s}$, and the single branch of $\beta_{0}(\zeta)$ satisfies the requirement $\mathfrak{R e} \beta(\zeta)>0$, and it is continuous at zero:
$\beta_{0}(\zeta)=-\mathrm{i} \eta_{s}\left(\zeta-a_{s}\right)^{1 / 2}\left(\zeta-\gamma_{2}\right)^{-1 / 2} \sim-\mu_{s}, \quad \zeta \rightarrow \pm \mathrm{i} 0$.
Here $-\pi<\arg \left(\zeta-a_{s}\right) \leq \pi$ and $0 \leq \arg \left(\zeta-\gamma_{2}\right)<2 \pi$.
Finally, if $c_{s}<V<c_{l}$, then $a_{s}$ returns to the domain $\mathcal{D}^{-}$. In contrast to the previous case, $d_{s}^{1 / 2}$ is real: $d_{s}^{1 / 2}=\eta_{s}$. Let $0 \leq \arg \left(\zeta-a_{s}\right)<2 \pi$ and $0 \leq \arg \left(\zeta-\gamma_{2}\right)<2 \pi$. The branch of $\beta_{0}$ in (25) can be written as $\beta_{0}=$ $-\eta_{s}\left(\zeta-a_{s}\right)^{1 / 2}\left(\zeta-\gamma_{2}\right)^{-1 / 2}$. It is continuous at zero: $\beta_{0}(\zeta) \sim-\mu_{s}, \zeta \rightarrow \pm i 0$ and $\mathfrak{R e} \beta(\zeta)>0, \zeta \in L$.

Obviously, at infinity, the function $\beta_{0}(\zeta)$ is discontinuous for $V \in\left(0, c_{s}\right), \beta_{0}(\zeta) \sim \mp \mathrm{i} \eta_{s}, \zeta \rightarrow \pm \mathrm{i} \infty$, and it is continuous in the transonic case $c_{s}<V<c_{l}$ : $\beta_{0}(\zeta) \sim-\eta_{s}, \zeta \rightarrow \pm \mathrm{i} \infty$.

To factorize the function $K(\zeta)$ it is crucial to describe its behavior at zero and infinity. This function is always discontinuous at infinity:
$K(\zeta) \sim\left\{\begin{array}{cc}\mp \mathrm{i} \omega, & 0<V<c_{s} \\ \omega_{ \pm}, & c_{s}<V<c_{l}\end{array} \quad\right.$ for $\quad \zeta \rightarrow \pm \mathrm{i} \infty$.
Here
$\omega=\frac{\eta_{s}\left(1-\eta_{s}^{2}\right)}{4 \eta_{s} \eta_{l}-\left(\eta_{s}^{2}+1\right)^{2}}, \quad \omega_{ \pm}=\frac{\eta_{s}\left(1+\eta_{s}^{2}\right)}{ \pm 4 \mathrm{i} \eta_{s} \eta_{l}+\left(\eta_{s}^{2}-1\right)^{2}}$.
As for the point $\zeta=0$, for some regimes the function $K(\zeta)$ is discontinuous and for the others it is continuous: $K(\zeta) \sim \mp \mathrm{i} \nu_{0}, \zeta \rightarrow \pm \mathrm{i} 0$, for lower speeds $0<V<\left(1+f_{2}\right)^{-1 / 2} c_{s}$, and $K(\zeta) \sim \nu_{ \pm}, \zeta \rightarrow \pm \mathrm{i} 0$ for either $(1+$ $\left.f_{2}\right)^{-1 / 2} c_{s}<V<\delta_{f} c_{l}<c_{s}$, or $\left(1+f_{2}\right)^{-1 / 2} c_{s}<V<c_{s}<\delta_{f} c_{l}$, or $c_{s}<V<\delta_{f} c_{l}$. Notice that $\delta_{f} c_{l}>$ $\left(1+f_{2}\right)^{-1 / 2} c_{s}$. Here
$\nu_{0}=\frac{\mu_{s}\left(1-\mu_{s}^{2}\right)\left(1+f_{2}\right)}{4 \mu_{s} \mu_{l}-\left(\mu_{s}^{2}+1\right)^{2}}, \quad \nu_{ \pm}=\frac{\mu_{s}\left(1+\mu_{s}^{2}\right)\left(1+f_{2}\right)}{ \pm 4 \mathrm{i} \mu_{s} \mu_{l}+\left(\mu_{s}^{2}-1\right)^{2}}$.
Otherwise, if $\delta_{f} c_{l}<V<c_{s}, \delta_{f} c_{l}<c_{s}<V<c_{l}$, or $c_{s}<\delta_{f} c_{l}<V<c_{l}$, the function $K(\zeta)$ is continuous at $\zeta=0: K(\zeta) \sim \nu_{1}, \zeta \rightarrow \pm \mathrm{i} 0$, where
$\nu_{1}=\mu_{s}\left(1+\mu_{s}^{2}\right)\left(1+f_{2}\right)\left[4 \mu_{s} \mu_{l}+\left(\mu_{s}^{2}-1\right)^{2}\right]^{-1}$.

### 3.2 Factorization of the function $K(\zeta)$

### 3.2.1 Sub-Rayleigh regime

To remove the discontinuity of the function $K(\zeta)$ at infinity, split the function $K(\zeta)$ into two factors:
$K(\zeta)=-\omega \tan \pi\left(\zeta-\delta_{0}\right) K_{0}(\zeta)$.
Factorize the first factor in terms of the $\Gamma$-function:

$$
\begin{align*}
& -\omega \tan \pi\left(\zeta-\delta_{0}\right)=T^{+}(\zeta)\left[T^{-}(\zeta)\right]^{-1} \\
& T^{+}(\zeta)=\frac{\omega \Gamma\left(\frac{1}{2}+\delta_{0}-\zeta\right)}{\Gamma\left(\delta_{0}-\zeta\right)} \sim \omega(-\zeta)^{1 / 2}, \quad \zeta \rightarrow \infty, \quad \zeta \in \mathcal{D}^{+},  \tag{39}\\
& T^{-}(\zeta)=\frac{\Gamma\left(1-\delta_{0}+\zeta\right)}{\Gamma\left(\frac{1}{2}-\delta_{0}+\zeta\right)} \sim \zeta^{1 / 2}, \quad \zeta \rightarrow \infty, \quad \zeta \in \mathcal{D}^{-} .
\end{align*}
$$

Here $\delta_{0}$ is any fixed real number such that $0<\delta_{0}<\frac{1}{2}$. The second factor $K_{0}(\zeta)$ is continuous at infinity: $K_{0}(\zeta)=1+O\left(\zeta^{-1}\right), \zeta \rightarrow \infty$. Case $0<V<\left(1+f_{2}\right)^{-1} c_{s}$. Then the function $K_{0}(\zeta)$ is discontinuous at zero: $K_{0}(\zeta) \sim \mp \mathrm{i} \nu_{0} \omega^{-1} \cot \pi \delta_{0}, \zeta \rightarrow \pm \mathrm{i} 0$. To remove this discontinuity, introduce the function
$K_{1}(\zeta)=-\tan \pi \delta_{1} K_{0}(\zeta) \cot \pi\left(\zeta^{-1}-\delta_{1}\right)$
with a parameter $\delta_{1}$ to be described later. Then $K_{1}(\zeta)=1+O\left(\zeta^{-1}\right), \zeta \rightarrow \infty$, and it is continuous at zero:
$K_{1}(\zeta) \sim-v_{0} \omega^{-1} \tan \pi \delta_{1} \cot \pi \delta_{0}, \quad \zeta \rightarrow \pm \mathrm{i} 0$.
It is directly verified that the parameter $\omega$ introduced in (35), is positive if $0<V<c_{R}$, and $\omega<0$ for $c_{R}<V<c_{s}$, where $c_{R}$ is the speed of Rayleigh waves. It can be shown that $v_{0}>0$ for lower speeds: $0<V<c_{R f}$, and $\nu_{0}<0$ if $c_{R f}<V<\left(1+f_{2}\right)^{-1 / 2} c_{s}$. Here $c_{R f}=\sqrt{w_{f}\left(1+f_{2}\right)^{-1}} c_{s}$, and $w_{f}$ is the only root in the interval $0<w<1$, of the cubic equation
$w^{3}-8 w^{2}+(24-16 r) w+16 r-16=0, \quad r=c_{s}^{2}\left[\left(1+f_{2}\right) c_{l}^{2} \delta_{f}^{2}\right]^{-1}$.
Physically, $c_{R f}$ is the speed of low-frequency Rayleigh waves, calculated like $c_{R}$ but from the relaxed elastic moduli.
Factorize now the function $K_{1}(\zeta)$. If $0<V<c_{R f}$, then take $\delta_{1} \in\left(-\frac{1}{2}, 0\right)$. From (41) it follows that $K_{1}(\zeta)$ is continuous and positive at $\zeta=0$. At infinity $K_{1}(\zeta)=1+O\left(\zeta^{-1}\right)$, and the increment of the argument of $K_{1}(\zeta)$, $\left[\arg K_{1}(\zeta)\right]_{L}$, as $\zeta$ traces the imaginary axis from $-\mathrm{i} \infty$ to $\mathrm{i} \infty$ is equal to zero (this is verified numerically for different sets of the parameters of the problem). Therefore, $K_{1}(\eta)=X_{1}^{+}(\eta)\left[X_{1}^{-}(\eta)\right]^{-1}, \eta \in L$, where $X_{1}^{ \pm}(\eta)$ are the limiting values from the left and from the right-hand side on the contour $L$ of the function
$X_{1}(\zeta)=\exp \left\{\frac{1}{2 \pi \mathrm{i}} \int_{L} \frac{\log K_{1}(\eta) \mathrm{d} \eta}{\eta-\zeta}\right\}, \quad-\pi<\arg K_{1}(\eta)<\pi$.
To complete the factorization of the function $K(\zeta)$, we also need the following representation
$-\tan \pi\left(\zeta^{-1}-\delta_{1}\right) \cot \pi \delta_{1}=T_{1}^{+}(\zeta)\left[T_{1}^{-}(\zeta)\right]^{-1}$,
with
$T_{1}^{+}(\zeta)=-\frac{\Gamma\left(\frac{1}{2}+\delta_{1}-\frac{1}{\zeta}\right)}{\tan \pi \delta_{1} \Gamma\left(1+\delta_{1}-\frac{1}{\zeta}\right)}, \quad T_{1}^{-}(\zeta)=\frac{\Gamma\left(-\delta_{1}+\frac{1}{\zeta}\right)}{\Gamma\left(\frac{1}{2}-\delta_{1}+\frac{1}{\zeta}\right)}$.
where $-\frac{1}{2}<\delta_{1}<0$. The factorization $K(\eta)=X^{+}(\eta)\left[X^{-}(\eta)\right]^{-1}, \eta \in L$, of the function $K(\zeta)$ is given by $X^{ \pm}(\eta)=T^{ \pm}(\eta) T_{1}^{ \pm}(\eta) X_{1}^{ \pm}(\eta), \quad \eta \in L$.
Case $c_{R f} \leq V<\left(1+f_{2}\right)^{-1 / 2} c_{s}$. The parameter $\nu_{0}$ is negative, and we choose $\delta_{1} \in\left(0, \frac{1}{2}\right)$. Then
$K_{1}( \pm \mathrm{i} 0)=-\frac{\nu_{0} \tan \pi \delta_{1}}{\omega \tan \pi \delta_{0}}>0, \quad\left[\arg K_{1}(\zeta)\right]_{L}=0$,
and formulas (45) should be replaced by $\left(0<\delta_{1}<\frac{1}{2}\right)$
$T_{1}^{+}(\zeta)=\frac{\Gamma\left(\frac{1}{2}+\delta_{1}-\frac{1}{\zeta}\right)}{\tan \pi \delta_{1} \Gamma\left(\delta_{1}-\frac{1}{\zeta}\right)}, \quad T_{1}^{-}(\zeta)=\frac{\Gamma\left(1-\delta_{1}+\frac{1}{\zeta}\right)}{\Gamma\left(\frac{1}{2}-\delta_{1}+\frac{1}{\zeta}\right)}$.
Case $\left(1+f_{2}\right)^{-1} c_{s} \leq V \leq \min \left\{\delta_{f} c_{l}, c_{R}\right\}$. The function $K_{0}(\zeta)$ is still discontinuous at zero:
$K_{0}(\zeta) \sim \nu_{ \pm} \omega^{-1} \cot \pi \delta_{0}, \quad \zeta \rightarrow \pm \mathrm{i} 0$.

Therefore, to remove this discontinuity we split the function $K_{0}(\zeta)$ into two factors
$K_{0}(\zeta)=\frac{\tan \pi \omega_{1}}{-\tan \frac{\pi}{\zeta}+\tan \pi \omega_{1}} K_{1}(\zeta)$,
with
$\omega_{1}=\frac{1}{\pi} \tan ^{-1} \frac{\left(\mu_{s}^{2}-1\right)^{2}}{4 \mu_{s} \mu_{l}} \in\left[0, \frac{1}{2}\right]$.
Note that $\omega_{1}=0$ when $V=\sqrt{2 /\left(1+f_{2}\right)} c_{s}$, and $\omega_{1}=\frac{1}{2}$ for either $V=\delta_{f} c_{l}$, or $V=\left(1+f_{2}\right)^{-1 / 2} c_{s}$. Then, the new function $K_{1}(\zeta)$ is continuous at zero:
$K_{1}(\zeta) \sim \frac{\mu_{s}\left(\mu_{s}^{2}+1\right)\left(f_{2}+1\right)}{\omega\left(\mu_{s}^{2}-1\right)^{2} \tan \pi \delta_{0}}>0, \quad \zeta \rightarrow \pm \mathrm{i} 0$,
and at infinity: $K_{1}(\zeta)=1+O\left(\zeta^{-1}\right), \zeta \rightarrow \pm \mathrm{i} \infty$. As before $\left[\arg K_{1}(\zeta)\right]_{L}=0$, and the function $K_{1}(\zeta)$ is factorized by the Cauchy integral (43). The factorization (46) of the coefficient of the Riemann-Hilbert problem (9) can still be used if we take the functions $T_{1}^{ \pm}(\zeta)$ as follows
$T_{1}^{+}(\zeta)=\frac{\sin \pi \omega_{1} \Gamma\left(\omega_{1}-\frac{1}{\zeta}\right)}{\Gamma\left(\frac{1}{2}-\frac{1}{\zeta}\right)}, \quad T_{1}^{-}(\zeta)=\frac{\Gamma\left(\frac{1}{2}+\frac{1}{\zeta}\right)}{\Gamma\left(1-\omega_{1}+\frac{1}{\zeta}\right)}$.
Case $\delta_{f} c_{l}<V<c_{R}$. The factorization of the function $K(\zeta)$ can be constructed in an easier way. This is because of the continuity of the function $K_{0}(\zeta)$ at $\zeta=0$ :
$K_{0}(\zeta)=-\frac{K(\zeta)}{\omega \tan \pi\left(\zeta-\delta_{0}\right)} \sim \frac{\nu_{1}}{\omega \tan \pi \delta_{0}}>0, \quad \zeta \rightarrow \pm \mathrm{i} 0$.
Since $\left[\arg K_{0}(\zeta)\right]_{L}=0$, one can use the formulas of factorization (43), (46) if $T_{1}^{ \pm}$and $K_{1}$ are replaced by 1 and $K_{0}$, respectively.

### 3.2.2 Super-Rayleigh regime

Factorize the coefficient of the Riemann-Hilbert problem for the speeds exceeding the Rayleigh speed $c_{R}$. As before, the function $K(\zeta)$ is discontinuous at infinity. What is different from the sub-Rayleigh regime is the sign of $\omega: \omega<0$ for $c_{R}<V<c_{s}$. Split the function $K(\zeta)$ as follows $K(\zeta)=T^{+}(\zeta)\left[T^{-}(\zeta)\right]^{-1} K_{0}(\zeta)$, where $\delta_{0} \in\left(0, \frac{1}{2}\right)$ and
$T^{+}(\zeta)=-\frac{\omega \Gamma\left(\frac{1}{2}-\delta_{0}-\zeta\right)}{\Gamma\left(1-\delta_{0}-\zeta\right)}, \quad T^{-}(\zeta)=\frac{\Gamma\left(\delta_{0}+\zeta\right)}{\Gamma\left(\frac{1}{2}+\delta_{0}+\zeta\right)}$.
As for the function $K_{0}(\zeta)$, it may or may not be discontinuous at zero.
Case $\max \left\{\left(1+f_{2}\right)^{-1} c_{s}, c_{R}\right\}<V<\min \left\{\delta_{f} c_{l}, c_{s}\right\}$. The function $K_{0}(\zeta)$ is discontinuous at zero. To factorize $K_{0}(\zeta)$, split it first into two factors

$$
\begin{equation*}
K_{0}(\zeta)=\frac{\tan \pi \omega_{1} K_{1}(\zeta)}{-\tan \frac{\pi}{\zeta}+\tan \pi \omega_{1}} \tag{56}
\end{equation*}
$$

Then, at infinity, $K_{1}(\zeta)=1+O\left(\zeta^{-1}\right)$. It is continuous and positive at zero, and $\left[\arg K_{1}(\zeta)\right]_{L}=0$. Therefore, the factorization of the function $K(\zeta)$ is given by formulas (46), (43), (53), (51) and (55).
Case $\max \left\{c_{R}, \delta_{f} c_{l}\right\}<V<c_{s}$. The function $K_{0}(\zeta)$ is continuous and positive at $\zeta=0$. At infinity, $K_{0}(\zeta)=$ $1+O\left(\zeta^{-1}\right)$, and $\left[\arg K_{0}(\zeta)\right]_{L}=0$. Therefore, its factorization $K_{0}(\zeta)=X^{+}(\eta)\left[X^{-}(\eta)\right]^{-1}, \eta \in L$, is defined by (46), (43), where $K_{1}(\eta)$ should be replaced by $K_{0}(\eta)$, and $T_{1}^{ \pm}=1$. For the functions $T^{ \pm}(\eta)$, formulas (55) need to be taken.

### 3.2.3 Transonic regime

For $c_{s}<V<c_{l}$, the function $K(\zeta)$ is discontinuous at infinity: $K(\zeta) \sim \omega_{ \pm}, \zeta \rightarrow \pm \mathrm{i} \infty$. By following [5] represent it in the form $K(\zeta)=T^{+}(\zeta)\left[T^{-}(\zeta)\right]^{-1} K_{0}(\zeta)$, where
$T^{+}(\zeta)=\frac{\omega_{*} \cos \pi \omega_{0} \Gamma\left(1-\omega_{0}-\zeta\right)}{\Gamma\left(\frac{1}{2}-\zeta\right)}, \quad T^{-}(\zeta)=\frac{\Gamma\left(\frac{1}{2}+\zeta\right)}{\Gamma\left(\omega_{0}+\zeta\right)}$,
with
$\omega_{*}=\frac{\eta_{s}^{2}+1}{4 \eta_{l}}, \quad \omega_{0}=\frac{1}{\pi} \tan ^{-1} \frac{\left(2-V^{2} / c_{s}^{2}\right)^{2}}{4 \eta_{s} \eta_{l}}, \quad 0 \leq \omega_{0}<\frac{1}{2}$.
Case $c_{s}<V<\delta_{f} c_{l}$. The function $K_{0}(\zeta)$ is discontinuous at zero and it is factorized by

$$
\begin{equation*}
K_{0}(\eta)=T_{1}^{+}(\eta) X_{1}^{+}(\eta)\left[T_{1}^{-}(\eta) X_{1}^{-}(\eta)\right]^{-1}, \quad \eta \in L, \tag{59}
\end{equation*}
$$

with the function $T_{1}^{ \pm}(\eta), X_{1}^{ \pm}(\eta)$ given by (53) and (43), (50). The function $K_{1}(\zeta)$ is continuous everywhere on the real axis and $\left[\arg K_{1}(\zeta)\right]_{L}=0$. Making use of formulas (46) and (57), completes the splitting of the coefficient of the Riemann-Hilbert problem.
Case $\delta_{f} c_{l}<V<c_{l}$. This is the last possible case. Now, the function $K_{0}(\zeta)$ is continuous and positive at $\zeta=0$ : $K_{0}(\zeta) \sim \nu_{1} \omega_{*}^{-1} \tan \pi \omega_{0}>0, \zeta \rightarrow \pm \mathrm{i} 0$. Since $\left[\arg K_{0}(\eta)\right]_{L}=0$ we may use the factorization given by (46) with $T_{1}^{ \pm}=1, T^{ \pm}(\eta)$ defined in (57). Replacing $K_{1}$ by $K_{0}$ in (43) gives the formula for the function $X_{1}(\zeta)$.

### 3.3 Solution to the Riemann-Hilbert problem

Analysis of the asymptotics of the factors $X^{ \pm}(\zeta)$ shows that $X^{ \pm}(\zeta)=O\left(\zeta^{\chi}\right), \zeta \rightarrow \infty, \zeta \in \mathcal{D}^{ \pm}$, where $\varkappa=\frac{1}{2}$ if $0<V<c_{R}, \varkappa=-\frac{1}{2}$ if $c_{R}<V<c_{s}$, and $\varkappa=\frac{1}{2}-\omega_{0}$ if $c_{s}<V<c_{l}$. The functions $\tau_{+}(x)$ and $u_{-}^{\prime}(x)$ may have integrable singularities at $x=0$. The Abelian theorem implies $F^{ \pm}(\zeta)=O\left(\zeta^{\epsilon}\right), \zeta \rightarrow \infty, \zeta \in \mathcal{D}^{ \pm}$with $\epsilon \in(-1,0)$. Therefore, by Liouville's theorem, the solution is unique in the sub-Rayleigh and transonic cases
$F^{ \pm}(\zeta)=X^{ \pm}(\zeta) \Psi^{ \pm}(\zeta), \quad \zeta \in \mathcal{D}^{ \pm}$,
and it is not unique for the super-Rayleigh regime:

$$
\begin{equation*}
F^{ \pm}(\zeta)=X^{ \pm}(\zeta)\left[C+\Psi^{ \pm}(\zeta)\right], \quad \zeta \in \mathcal{D}^{ \pm} \tag{61}
\end{equation*}
$$

where $C$ is an arbitrary constant. In (60) and (61),
$\Psi^{ \pm}(\zeta)=\frac{1}{2 \pi \mathrm{i}} \int_{L} \frac{P^{+}(\eta)}{X^{-}(\eta)} \frac{\mathrm{d} \eta}{\eta-\zeta}, \quad \zeta \in \mathcal{D}^{ \pm}$.

## 4 Asymptotics of the shear traction

The super-Rayleigh regime (in which the solution is not unique) is not, in fact, attainable physically and is not discussed in this section. For all other speed ranges (up to the speed of longitudinal waves), the solution (60), (62) for $F^{-}$is equivalent, in real space, to the relation

$$
\begin{equation*}
\tilde{\sigma}_{+}(x)=\left(W_{+}\right)^{-1} *\left\{W_{+} * \tilde{\sigma}_{-}\right\}_{+} . \tag{63}
\end{equation*}
$$

Here, $W_{+}(x)$ has Laplace transform $\left[X^{-}(\zeta)\right]^{-1}$ and $\left(W_{+}\right)^{-1}(x)$ has Laplace transform $X^{-}(\zeta)$, so that $W_{+},\left(W_{+}\right)^{-1}$ are inverses with respect to the operation of convolution. The symbol $\{.\}_{+}(x)$ represents the restriction of the function enclosed to positive values of $x$.

### 4.1 Asymptotics of the tip of the crack

In the sub-Rayleigh regime, the traction component $\tilde{\sigma}_{+}(x)$ has the square root singularity at the tip of the crack $\tilde{\sigma}_{+}(x) \sim K_{I I}(2 \pi x)^{-1 / 2}, x \rightarrow+0$. Here $K_{I I}$ is the stress-intensity factor defined by the Abelian theorem from the asymptotics as $\zeta \rightarrow \infty$ of the representation (60) for $F^{-}(\zeta): K_{I I}=-\sqrt{2} \Psi_{*} \Lambda_{s}$, where
$\Psi_{*}=\frac{1}{2 \pi \mathrm{i}} \int_{L} \frac{P^{+}(\eta)}{X^{-}(\eta)} \mathrm{d} \eta$,
$\Lambda_{s}=\left\{\begin{array}{ll}\Gamma\left(-\delta_{1}\right)\left[\Gamma\left(1 / 2-\delta_{1}\right)\right]^{-1}, & 0<V<c_{R f} \\ \Gamma\left(1-\delta_{1}\right)\left[\Gamma\left(1 / 2-\delta_{1}\right)\right]^{-1}, & c_{R f}<V<\left(1+f_{2}\right)^{-1 / 2} c_{s} \\ \sqrt{\pi}\left[\Gamma\left(1-\omega_{1}\right)\right]^{-1}, & \left(1+f_{2}\right)^{-1 / 2} c_{s}<V<\min \left\{\delta_{f} c_{l}, c_{R}\right\} \\ 1, & \delta_{f} c_{l}<V<c_{R}\end{array}\right.$.
In line with the real-space relation (63),
$\Psi_{*}=\int_{-\infty}^{0} W_{+}\left(-x^{\prime}\right) \tilde{\sigma}_{-}\left(x^{\prime}\right) \mathrm{d} x^{\prime}$.
Thus, it is appropriate to regard $W_{+}$as an un-normalized "weight function" which provides the stress singularity factor as a weighted integral of the applied loading $\tilde{\sigma}_{-}$. The function $W_{+}(x)$ decays exponentially as $x \rightarrow+\infty$ whenever $X^{-}(\zeta)$ can be extended by analytic continuation to the half-plane $\mathfrak{R e} \zeta>-\lambda$ for some real $\lambda>0$. This can be done if the kernel function $K(\zeta)$ is analytic in a strip that includes $-\lambda<\mathfrak{R e} \zeta<0$. Typically, $\lambda$ increases with crack speed, as first found in [3] for antiplane loading. This has the effect that any given pattern of loading generates a stress singularity factor that reduces as the crack speed increases, thus tending to stabilize the propagation of the crack. The decay as $x \rightarrow \infty$ of $W_{+}(x)$ is intimately connected with the decay as $x \rightarrow \infty$ of the stress $\tilde{\sigma}_{+}(x)$.

For the fracture criterion to be discussed in Sect. 5 we need the singularity at the tip of the crack in the transonic regime. Analysis of the solution to the Riemann-Hilbert problem gives

$$
\begin{equation*}
F^{-}(\zeta) \sim-\Psi_{*} \Lambda_{t} \zeta^{-1 / 2-\omega_{0}}, \quad \zeta \rightarrow \infty, \quad \zeta \in \mathcal{D}^{-} \tag{67}
\end{equation*}
$$

where $\Psi_{*}$ is defined by (64), and
$\Lambda_{t}=\left\{\begin{array}{cc}\frac{\sqrt{\pi}}{\Gamma\left(1-\omega_{1}\right)}, & c_{s}<v<\delta_{f} c_{l} \\ 1, & \delta_{f} c_{l}<v<c_{l}\end{array}\right.$.
By the Tauberian theorem applied to the Fourier transform, $\tau_{+}(x) \sim k x^{\omega_{0}-1 / 2}, x \rightarrow+0$, where
$k=-\frac{\Psi_{*} \Lambda_{t}}{\Gamma\left(\omega_{0}+1 / 2\right)}$.
Notice that as in the elastic transonic case, if $V=\sqrt{2} c_{s}$, then $\omega_{0}=0$, and the shear traction has the square root singularity: $\tau_{+}(x) \sim k x^{-1 / 2}, x \rightarrow+0$.
4.2 Shear traction ahead of the crack

To derive the asymptotics of the shear traction as $y=0, x \rightarrow \infty$, apply Jordan's lemma. It yields $\tilde{\sigma}_{+}(x)=$ $\sigma_{+}^{(\alpha)}(x)+\sigma_{+}^{(\beta)}(x), x>0$, where
$\sigma_{+}^{(\alpha)}(x)=-\frac{4 c_{s}^{2}}{\pi \mathrm{i} V^{2}} \int_{-\lambda_{a}}^{-\infty+\mathrm{i} 0} \alpha_{0}(\zeta) \tilde{g}_{2}^{2}(\zeta) F^{+}(\zeta) \mathrm{e}^{\zeta x} \mathrm{~d} \zeta, 0<V<c_{l}$,
$\sigma_{+}^{(\beta)}(x)=-\frac{c_{s}^{2}}{\pi \mathrm{i} V^{2}} \int_{-\lambda_{b}}^{-\infty+\mathrm{i} 0} \frac{\left[\beta_{0}^{2}(\zeta)-1\right]^{2}}{\beta_{0}(\zeta)} \tilde{g}_{2}^{2}(\zeta) F^{+}(\zeta) \mathrm{e}^{\zeta x} \mathrm{~d} \zeta, 0<V<c_{R}$,
$\sigma_{+}^{(\beta)}(x)=0, \quad c_{s}<V<c_{l}$,
$-\lambda_{a}=\left\{\begin{array}{cc}0, & 0<V<\delta_{f} c_{l} \\ a_{12}, & \delta_{f} c_{l}<V<c_{l}\end{array}\right.$,
$-\lambda_{b}=\left\{\begin{array}{cc}0, & 0<V<\left(1+f_{2}\right)^{-1 / 2} c_{s} \\ a_{s}, & \left(1+f_{2}\right)^{-1 / 2} c_{s}<V<c_{R}\end{array}, \quad \lambda_{a} \geq 0, \quad \lambda_{b} \geq 0\right.$.
It becomes evident that exponential decay of the traction $\tilde{\sigma}_{+}(x)$ as $x \rightarrow+\infty$ is observed if $\delta_{f} c_{l}<V<c_{R}$ for the sub-Rayleigh regime and for $\delta_{f} c_{l}<V<c_{l}$ for the transonic regime. Indeed, in the former case, putting $\zeta=-\zeta_{1}-\lambda_{a}, \zeta=-\zeta_{1}-\lambda_{b}$, respectively, transforms (71) into
$\tilde{\sigma}_{+}(x)=\mathrm{e}^{-\lambda_{a} x} T_{1}(x)+\mathrm{e}^{-\lambda_{b} x} T_{2}(x), \quad x>0$,
$T_{1}(x)=\frac{4 c_{s}^{2}}{\pi \mathrm{i} V^{2}} \int_{0}^{\infty} \alpha_{0}\left(-\zeta-\lambda_{a}+\mathrm{i} 0\right) \tilde{g}_{2}^{2}\left(-\zeta-\lambda_{a}\right) F^{+}\left(-\zeta-\lambda_{a}\right) \mathrm{e}^{-\zeta x} \mathrm{~d} \zeta$,
$T_{2}(x)=\frac{c_{s}^{2}}{\pi \mathrm{i} V^{2}} \int_{0}^{\infty} \frac{\left[\beta_{0}^{2}\left(-\zeta-\lambda_{b}\right)-1\right]^{2}}{\beta_{0}\left(-\zeta-\lambda_{b}+\mathrm{i} 0\right)} \tilde{g}_{2}^{2}\left(-\zeta-\lambda_{b}\right) F^{+}\left(-\zeta-\lambda_{b}\right) \mathrm{e}^{-\zeta x} \mathrm{~d} \zeta$.
For the transonic case, when $\delta_{f} c_{l}<V<c_{l}$, this formula simplifies to
$\tilde{\sigma}_{+}(x)=\mathrm{e}^{-\lambda_{a} x} T_{1}(x), \quad x>0$.
Applying the Abelian theorem for the case $\delta_{f} c_{l}<V<c_{R}$ gives
$\tilde{\sigma}_{+}(x) \sim T^{\prime} \mathrm{e}^{-\lambda_{a} x} x^{-3 / 2}, \quad x \rightarrow \infty$ if $a_{12}>a_{s} \quad\left(\lambda_{a}<\lambda_{b}\right)$,
$\tilde{\sigma}_{+}(x) \sim T^{\prime \prime} \mathrm{e}^{-\lambda_{b} x} x^{-1 / 2}, \quad x \rightarrow \infty$ if $a_{12}<a_{s} \quad\left(\lambda_{a}>\lambda_{b}\right)$,
where
$T^{\prime}=-\frac{2 c_{s}^{2} \eta_{l}}{\sqrt{\pi} V^{2}}\left[\frac{a_{11}-a_{12}}{\left(a_{21}-a_{12}\right)\left(a_{22}-a_{12}\right)}\right]^{1 / 2} \quad \tilde{g}_{2}^{2}\left(a_{12}\right) F^{+}\left(a_{12}\right)$,
$T^{\prime \prime}=\frac{c_{s}^{2}}{\sqrt{\pi} V^{2} \eta_{s}}\left[\beta_{0}^{2}\left(a_{s}\right)-1\right]^{2}\left(\gamma_{2}-a_{s}\right)^{1 / 2} \tilde{g}_{2}^{2}\left(a_{s}\right) F^{+}\left(a_{s}\right)$.
In the transonic case for the speed $V \in\left(\delta_{f} c_{l}, c_{l}\right)$, the decay of the traction is also exponential:
$\tilde{\sigma}_{+}(x) \sim T^{\prime} \mathrm{e}^{-\lambda_{a} x} x^{-3 / 2}, \quad x \rightarrow \infty$,
where the constant $T^{\prime}$ is the same as that in (75).
For lower speeds in the sub-Rayleigh and transonic regimes, the decay of the shear traction is algebraic.
To find the asymptotics of the shear traction $\tilde{\sigma}_{+}(x)$ as $x \rightarrow \infty$, we use the Tauberian theorem for the Fourier transform. In the subsonic case, for the range of speeds $\left(0, c_{R f}\right)$,
$\tilde{\sigma}_{+}(x) \sim-\frac{\Psi^{-}(0) X_{1}^{-}(0) \Gamma\left(1-\delta_{0}\right)}{2 \sqrt{\pi} \Gamma\left(\frac{1}{2}-\delta_{0}\right)} x^{-3 / 2}, \quad x \rightarrow \infty$.
For $c_{R f}<V<\min \left\{\left(1+f_{2}\right)^{-1 / 2} c_{s}, c_{R}\right\}$, it is found that
$\tilde{\sigma}_{+}(x) \sim \frac{\Psi^{-}(0) X_{1}^{-}(0) \Gamma\left(1-\delta_{0}\right)}{\sqrt{\pi} \Gamma\left(\frac{1}{2}-\delta_{0}\right)} x^{-1 / 2}, \quad x \rightarrow \infty$.
Finally, if $\left(1+f_{2}\right)^{-1 / 2} c_{s}<V<\min \left\{\delta_{f} c_{l}, c_{R}\right\}$, then the function $\tilde{\sigma}_{+}(x)$ decays at infinity as
$\tilde{\sigma}_{+}(x) \sim \frac{\Psi^{-}(0) X_{1}^{-}(0) \Gamma\left(1-\delta_{0}\right)}{\Gamma\left(\omega_{1}-\frac{1}{2}\right) \Gamma\left(\frac{1}{2}-\delta_{0}\right)} x^{-3 / 2+\omega_{1}}, \quad x \rightarrow \infty$.

For the lower speeds in the transonic regime $c_{s}<V<\delta_{f} c_{l}$, the decay is also algebraic
$\tilde{\sigma}_{+}(x) \sim \frac{\Psi^{-}(0) X_{1}^{-}(0) \sqrt{\pi}}{\Gamma\left(\omega_{1}-\frac{1}{2}\right) \Gamma\left(\omega_{0}\right)} x^{-3 / 2+\omega_{1}}, \quad x \rightarrow \infty$.
Notice that formulas (73), (77), (79), and (80) are derived for the case when $\tilde{\sigma}_{-}^{\prime}(x) \in L(-\infty, 0)$ and also, as $x \rightarrow-\infty, \tilde{\sigma}_{-}(x)=O\left(x^{-3 / 2-\varepsilon}\right)$ for (73) and (77) and $\tilde{\sigma}_{-}(x)=O\left(x^{-3 / 2+\omega_{1}-\varepsilon}\right)$ for (79) and (80), $\varepsilon>0$. Otherwise, the principal term in the asymptotics of the traction $\tilde{\sigma}_{+}(x)$ depends on the asymptotics as $x \rightarrow-\infty$ of the applied loading $\sigma_{12}^{A}(x, 0), x=x_{1}-V t$.

## 5 Fracture criterion

For elastic and viscoelastic media alike, the flux of energy into the crack tip is zero in the transonic regime, so application of a fracture criterion of Griffith type is not an option: it appears necessary to admit the presence of a cohesive zone of finite size. We record now a simple fracture criterion of this type, for transonic crack propagation in a viscoelastic medium. Its elastic counterpart was analyzed in [7]. It is assumed that a uniform cohesive force $Y$ acts across the crack faces, until their relative displacement reaches the critical level $\delta_{c}$, and is zero for all larger relative displacements. In the framework of this model, the boundary conditions on the crack faces and in the cohesive zone have the form
$\sigma_{12}^{\text {total }}=-\sigma_{12}^{A}, \quad-\infty<x_{1}<V t-l, \quad x_{2}= \pm 0$,
$\sigma_{12}^{\text {total }}=-\sigma_{12}^{A}+Y, \quad V t-l<x_{1}<V t, \quad x_{2}= \pm 0$,
The cohesive zone removes the power-singularity of the shear traction at the tip of the crack
$\sigma_{12}^{\text {total }}=O(1), \quad x_{1} \rightarrow V t+0, \quad x_{2}=0$.
Its length is found from the equation
$2 \tilde{u}_{-}^{\text {total }}(-l)=\delta_{c}$,
where $\delta_{c}$ is a constant of the material. The speed $V$ of the crack adjusts itself so that these two conditions are satisfied.

To derive the speed of the crack $V$ as a functional of the applied loading, split the total field as $\sigma_{i j}^{\text {total }}=\sigma_{i j}-Y \sigma_{i j}^{(1)}$. Here $\sigma_{i j}$ is the field constructed in the previous sections, and $\sigma_{i j}^{(1)}$ corresponds to the case $\tilde{\sigma}_{-}(x)=-1$ for $-l<x<0$ and $\tilde{\sigma}_{-}(x)=0$ for $x<-l$. Then the coefficients of $x^{\omega_{0}-1 / 2}$ in the stresses $\sigma_{12}$ and $\sigma_{12}^{(1)}$ ahead of the crack are linked by
$k=Y k^{(1)}$.
Here the coefficient $k$ is given by (69) and
$k^{(1)}=-\frac{\Psi_{*}^{(1)} \Lambda_{t}}{\Gamma\left(\omega_{0}+1 / 2\right)}$,
$\Psi_{*}^{(1)}=\frac{1}{2 \pi \mathrm{i}} \int_{L} \frac{P_{1}^{+}(\eta) \mathrm{d} \eta}{X^{-}(\eta)}, \quad P_{1}^{+}(\eta)=\frac{1-\mathrm{e}^{l \eta}}{\eta}$.
The coefficients $k$ and $k^{(1)}$ in the fracture criterion (84) depend on the length of the cohesive zone $l$ and the speed $V$. Under the further assumption $Y \gg\left|\sigma_{12}^{A}\right|$, the relation $2 \tilde{u}_{-}^{\text {total }}(-l)=\delta_{c}$ gives, to leading order, $\tilde{u}_{-}^{(1)}(-l)=-Y^{-1} \delta_{c}$. Using the solution of the Riemann-Hilbert problem we can write this condition in the form

$$
\begin{equation*}
\frac{1}{\pi \mathrm{i}} \int_{L} \frac{X^{+}(\eta)}{\eta} \mathrm{e}^{-\eta l} \Psi_{1}^{+}(\eta) \mathrm{d} \eta=-\frac{\delta_{c}}{Y} \tag{86}
\end{equation*}
$$

where, by the Plemelj formulas,
$\Psi_{1}^{+}(\eta)=\frac{P_{1}^{+}(\eta)}{2 X^{-}(\eta)}+\frac{1}{2 \pi \mathrm{i}} \int_{L} \frac{P_{1}^{+}(\xi) \mathrm{d} \xi}{X^{-}(\xi)(\xi-\eta)}, \quad \eta \in L$.
The Cauchy principal value of the integral in the last formula is taken. The relations (84) and (86) form a system of transcendental equations which defines the length $l$ and the speed $V$ as functions of the material constant $\delta_{c}$, the Lame constants $\lambda$ and $\mu$, the parameters $f_{j}$ and $\tau_{j}(j=1,2)$, and the applied loading $\sigma_{12}^{A}$.

## 6 Conclusions

We have presented a fairly complete analysis of a shear crack, in steady-state propagation in a viscoelastic medium with different relaxation functions for volumetric and shear deformations, considering all speed ranges up to the speed of high-frequency longitudinal waves. The kernel of the associated Riemann-Hilbert problem has six real branch points (not three points as in the case when the shear and bulk relaxation functions are the same). Factorization for the steady-state problem is more complicated than in the transient case: for the steady-state problem the kernel is discontinuous not only at infinity as in the transient case but also may have a discontinuity at zero. The singularity in stress at the crack tip has the same form as for propagation in an elastic medium, with moduli coinciding with the "high-frequency" moduli of the viscoelastic medium: the stress is singular like $x^{-1 / 2}$ in the sub-Rayleigh range, and like $x^{\omega_{0}-1 / 2}$ in the transonic range; here, $\omega_{0} \in\left[0, \frac{1}{2}\right)$ is defined by Eq. 58. In the limit of large $Y$ and small $\delta_{c}$, the cohesive zone formulation can be reduced to an energy balance, expressible in the form $\mathcal{G}=\mathcal{G}_{c} \equiv Y \delta_{c}$ and this, in turn, can be expressed in the "Barenblatt" form $K=K_{c}(V)$, the function $K_{c}(V)$ being known (e.g. [8]). In the same limit, the fracture criterion described above can also be expressed in "Barenblatt" form: locally, near the crack tip, strain-rates are large and the material responds approximately as though elastic, with moduli taking the values of their high-frequency limit. The criterion can then be expressed exactly as done in [7]: $k=k_{c}(V)$, the function $k_{c}(V)$ being given by Eq. 5.7 of [7]. ${ }^{1}$ The difference is that $K_{I I}$ for the sub-Rayleigh range, and $k$ for the transonic range, are calculated by the relevant viscoelastic formulas, including use of the weight function $W_{+}(-x)$. There is thus a transition in behavior when $V$ crosses first, the low-frequency shear wave speed, and second, the low-frequency longitudinal wave speed: exponential decay of the weight function reduces the effectiveness of the applied loading in producing the stress singularity factor, and fracture becomes progressively more difficult as the crack speed increases.
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